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A series of phase diagrams is obtained in three dimensions for a smooth pair potential with an outer well and
a repulsive inner shoulder. Condensed phase boundaries are located using free energy calculations. Liquid-
vapor equilibria are obtained with multicanonical methods. As the depth of the outer well is increased, a
simple-hexagonal to close-packed transition appears in the solid, leading to a discontinuity in the slope of the
melting curve. For deeper wells the simple hexagonal melting temperature exhibits a maximum with respect to
pressure. The onset of the predicted metastable isostructural transition is also studied.
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I. INTRODUCTION

Since the work of Hemmer and Stell �1� it has been ap-
preciated that a simple model pair potential with two repul-
sive regions of differing strength is capable of generating a
third fluid phase. Recent experimental and theoretical evi-
dence for liquid-liquid phase transitions �LLPTs� in elemen-
tal melts �2–5� has revived interest in these models as a
mechanism for the reproduction and study of the general
phenomenon. In particular, it has been suggested by �6� that
so-called “core-softened” potentials are capable of generat-
ing a first-order phase transition within a supercooled liquid.
LLPTs of this kind are observed in many models of water
�7–12� and may be related to the celebrated density maxi-
mum at 4 °C. The LLPT is considered an extension of the
transition between two amorphous ice phases into the super-
cooled liquid regime, ending in a critical point below the
thermodynamic melting temperature.

A continuous interpretation of a Hemmer-Stell-like poten-
tial can be reproduced by the function
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which for appropriate choices of A, r0, and w closely re-
sembles the form suggested by Mishima and Stanley. Scala
et al. �13� have presented a clear argument that potentials of
this form possess an isostructural transition between either
two solid or two liquid phases of different densities. Previous
simulation studies have employed both the smooth form
given by Eq. �1� and a discrete piecewise interpretation. Both
are shown in Fig. 1. In two dimensions the observation of a
water like density anomaly has been reported in molecular
dynamics simulations of both the smooth and discrete forms
�14,15�. Other simulations have employed advanced Monte
Carlo methods �16�. These indicate that rather than being
related to a metastable LLPT, the density anomaly is a con-
sequence of cluster formation during quasicontinuous freez-
ing to a solid of lower density than the surrounding liquid.

Simulations in three dimensions have been largely limited
to the discrete potential and indicate that a second critical
point can occur for certain parametrizations �17–20�, without
a density anomaly. This metastable second critical point can
lie at higher or lower temperature than the liquid-gas critical
point depending upon the specific parametrization employed.

Previous simulations of the smooth potential in three di-
mensions have been restricted to two limited studies �21,22�.
In a recent Rapid Communication �23�, we mapped the low-
pressure portion of the three-dimensional phase diagram for
A=�. A simple hexagonal �sh� solid phase, identified using
the metadynamics method of Martonak et al. �24�, was
shown to remain thermodynamically stable in this regime. In
this paper we report on calculations for a range of A values,
studying the emergence of the sh phase. The sh to close-
packed transition at high pressures is studied. In addition we
follow the behavior of the melting and liquid-vapor critical
temperatures as a function of the outer well depth. The pos-
sibility of isostructural phase transitions is also investigated.

Measured quantities are presented here in the usual di-
mensionless reduced units. Energies are quoted as multiples
of the inner-well depth �, lengths as multiples of �. Reduced
temperature T* is calculated as kBT /�, with pressure P*

= P�3 /�. Time is measured in units t*= �m /��1/2� where m is
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FIG. 1. Core-softened pair potentials. The discrete form is
shown as a dashed line, along with a corresponding smooth form
�solid line� constructed as in Eq. �1�. The Lennard-Jones potential
�dotted line� is shown for comparison.
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the atomic mass. For all studies reported here the parameters
r0=1.44� and w=41.22�−2 are used in Eq. �1�. The pair
potential is truncated at 2.5� and force shifted such that no
discontinuities occur in the dynamics.

The remainder of this paper is organized as follows. In
Sec. II we explore the zero-temperature phase behavior as a
function of the outer-well depth A and choose values for
study at finite temperature. In Sec. III we describe the meth-
ods employed for our finite-temperature studies. Results are
presented in Sec. IV. Finally, we summarize our findings.

II. ZERO-TEMPERATURE BEHAVIOR

Much insight into the phase behavior of a model sub-
stance can be extracted from the zero-temperature enthalpy
and volume characteristics. The zero-temperature energy is
obtained by performing a conjugate-gradient �CG� minimi-
zation of the potential energy U with respect to both the cell
vectors and the fractional atomic coordinates. Our identifica-
tion of candidate structures was reported in Ref. �23�. The
energy under zero pressure for energetically relevant struc-
tures is plotted as a function of the outer-well depth A in Fig.
2. In order of decreasing density, these are the high-density
face centered and hexagonal close-packed structures �hd-fcc
and hd-hcp� associated with the unmodified Lennard-Jones
potential, simple hexagonal �sh�, simple cubic �sc�, and a
second set of lower-density close-packed structures �ld-fcc
and ld-hcp�. The final two structures are stabilized by the
outer well only for A�0.7�.

The energetic favorability of open structures on increasing
A can be understood in terms of neighbor distances. The sh
primitive cell is defined by a=b=1.059� and c=1.016� with
�=�=90° and �=120°. The nearest and second-nearest
neighbors lie at a distance c and a, respectively, close to the
position of the Lennard-Jones minimum, while the third

nearest lie at 
�a2+c2� which is very close to r0. Both energy
minima in the pair potential are therefore utilized. In the sc
structure, nearest neighbors lie at approximately 1.12�. The
favorability of sc over the high-density close-packed struc-
tures stems from second-nearest neighbors which lie at 
2
times this distance, which is close to r0. Each atom has 6
neighbors close to the Lennard-Jones minimum plus 6 close
to r0. This compares to 8 and 12 in the sh case which is
therefore lower in energy.

Both pairs of close-packed structures decrease in energy
on increasing A. The lower-density structures contain more
neighbors close to r0 and hence the decrease is faster in these
cases.

III. METHODS

A. Liquid-vapor equilibria

Liquid-vapor equilibria are traced in the direction of de-
creasing temperature from near the critical point. An initial
estimate of this critical point is obtained using molecular
dynamics simulations in the canonical ensemble. Fluid iso-
therms are traced in the pressure-density plane at tempera-
tures increasing in steps of �T*=0.08. The temperature of
highest isotherm exhibiting the classic hysteresis associated
with the liquid-vapor transition is taken as an estimate of the
critical temperature. Typically between 4 and 8 isotherms are
required for this process. Each isotherm is computed from 30
simulations over the density range 	*=0.1–0.8. The simula-
tion time at each density is t*=400 in both equilibration and
production periods.

Tracing of the liquid-vapor coexistence curve proceeds
using Monte Carlo simulations in the grand-canonical en-
semble �GCE�. These combine multicanonical sampling �25�
with reweighting of particle number histograms �26�. Our
method closely follows that described in detail by Wilding
�27�. A starting point on the liquid-vapor coexistence curve is
obtained from the above estimate of the critical temperature
by fine-tuning of the chemical potential 
* until a bimodal
distribution is measured in the particle number N, with equal
area in each peak. This is then reweighted to a lower tem-
perature, providing a biasing function for multicanonical
sampling. The process is repeated, proceeding down the co-
existence curve in steps of �T*=−0.008. At each step a mul-
ticanonical GCE simulation of 500 000 Monte Carlo �MC�
cycles is sampled at equilibrium to produce the particle num-
ber histogram. A cubic simulation cell of side L=7.13� is
employed in all cases. Typically 20 steps are employed, trac-
ing the curve over a temperature range of approximately
�T*=0.15. The resulting data are used to estimate the param-
eters of the liquid-gas critical point.

At lower temperatures the liquid-vapor curve is traced by
numerical integration of the Clausius-Clapeyron equation
�see below�.

B. Solid-solid transitions

These are located via free energy calculation of both
phases along an appropriately chosen isotherm. Free energies
are calculated using the Einstein crystal method of Frenkel

FIG. 2. Optimized energy at zero temperature and pressure for
various structures as a function of the outer-well depth parameter.
The hcp and fcc structures are near degenerate as indicated in the
inset.
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and Ladd �28�. Here the free energy derivative is integrated
by sampling typically 20–50 points along the path connect-
ing the core-softened solid to the reference harmonic crystal,
using canonical ensemble Langevin dynamics simulations.
Each sample employs a total simulation time t*=3.6 at equi-
librium. The appropriate cell in which to perform this ther-
modynamic integration is first identified by employing
constant-pressure Langevin dynamics simulations �29� of
typical duration t*=100 after equilibration. A fully flexible
simulation cell is used in all cases. System sizes of N=256
and 392 were used for fcc and sh structures, respectively.

Two sources of system size dependence arise in these cal-
culations. The first arises in the thermodynamic integration
itself. This has been largely compensated for with repeat in-
tegrations at larger N. The free energy is then extrapolated to
the thermodynamic limit via the method of Polson et al. �30�.
The second arises from finite-size effects in the identified
density at a given pressure. A selection of repeat free energy
calculations at densities obtained from larger system sizes
has shown this to be negligible. In both cases the additional
system sizes used are N=500 and 864 for fcc and N=640
and 864 for sh.

Free energy calculations of hcp and sc structures are also
reported below, but are not used in locating phase bound-
aries. No finite-size analysis has been performed in these
cases. System sizes used are N=384 for hcp and N=343 for
sc.

C. Melting curves

Melting curves are identified by two independent methods
in this work. The first is based on direct simulation of phase
coexistence in the NPT and NPH ensembles �31�. The NPT
ensemble method is used here to study melting of fcc struc-
tures. A cell is prepared with 500 atoms in each phase and
simulated at a specified temperature and pressure for t*

=300. During this time the system transforms into a pure
solid or liquid state. A series of these simulations allows the
melting temperature to be accurately bracketed.

In contrast, the NPH method requires a single simulation
to locate the melting temperature at a specified pressure �32�.
Provided the initial enthalpy of the system lies close to that
at the melting temperature, fractions of the system will melt
or solidify, shifting portions of the conserved enthalpy be-
tween the two phases. The thermodynamic melting tempera-
ture is obtained at equilibrium. We note that for NPH simu-
lations employing an Andersen-Hoover �33,34� or �as in this
work� a Martyna-Tobias-Klein �35� barostat, the enthalpy is
not exactly conserved, but is constant to within fluctuations
in the fictitious kinetic energy associated with the cell dy-
namics. This pseudo-NPH approach is therefore useful only
in cases where this fluctuation can be kept within the latent
heat per atom associated with the melting transition. This
criterion has been achievable only for melting of the simple
hexagonal structure. In this case a simulation cell with 332
atoms in each phase is prepared and simulated as described
in Ref. �23�.

Melting temperatures for each potential are also computed
from solid and liquid free energies along an appropriately

chosen isobar. Solid free energies are computed as above
with finite-size corrections applied in all cases, up to the
maximum temperature of mechanical stability. Liquid free
energies are computed via thermodynamic integration from a
reference point of known chemical potential. This is obtained
as follows.

A point is chosen within the liquid region of the T-

plane. The choice is aided by the data obtained during the
multicanonical sampling and by the solid free energy calcu-
lations which yield the chemical potential of the superheated
solid. At the chosen reference point a further GCE Monte
Carlo simulation is conducted to obtain density and pressure
information. The Helmholtz free energy at the reference
point can then be calculated to within the statistical uncer-
tainty inherent in this simulation. These GCE simulations
employ 500 000 MC cycles in a cubic simulation cell of side
7.13�.

Liquid free energies along the isobar of interest are ob-
tained using thermodynamic integration to the density �iden-
tified using constant pressure Langevin dynamics simula-
tions as for the solid� and temperature of interest. Each
integration samples the relevant free energy derivative at ten
points along an isotherm and isochore using canonical en-
semble Langevin dynamics simulations of duration t*=50. A
system size of N=350 is used.

Errors in the thermodynamic integration have been esti-
mated by evaluating the change in free energy around vari-
ous closed loops in the T-	 plane. The system size depen-
dence has been estimated by repeating a selection of
integrations with N=600 and by employing larger simulation
cells in GCE simulations. The dominant source of error is
identified as statistical uncertainty in the liquid reference
point. This has been controlled by employing suitably long
GCE simulations.

D. Clausius-Clapeyron integration

The free energy calculations described above locate a
single point on a phase boundary. To trace the remainder of a
phase coexistence curve, the Gibbs-Duhem integration
method �36� is employed. Beginning from the identified
single point, the Clausius-Clapeyron equation is evaluated
over two �one for each phase� constant-pressure Langevin
dynamics simulations. This is then integrated with the
fourth-order Runge-Kutta method to trace the phase bound-
ary in the P-T plane. Simulations at each point are typically
of duration t*=100–150. System sizes are N=500 for fcc
phases and N=640 for sh phases. In the case of melting
curves the number of atoms in the liquid matches that in the
solid.

For tracing liquid-vapor coexistence curves a system size
of N=500 is used for both phases. An initial point for the
series is taken from a fit to temperature-pressure data un-
folded from the multicanonical GCE simulations.

Integration error is estimated by reversing each series,
integrating back toward the initial point. In all cases this
error is much smaller than the uncertainty of the initial point.

IV. RESULTS

A. Phase behavior for A=� /4

At A=� /4 the outer Gaussian well represents a small per-
turbation on the Lennard-Jones potential. No significant
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change in phase behavior is therefore expected. Following
the procedure in Sec. III A, an initial bimodal particle num-
ber histogram was obtained at T*=1.100 with a chemical
potential of 
*=−9.267. The liquid-vapor curve was traced
to a temperature of T*=0.925 in 21 steps. Example histo-
grams are shown in Fig. 3�a�. These yield information on the
density of the two phases, allowing a fit to the scaling law

	l
* − 	g

* � �T* − Tc
*�� �2�

and to the law of rectilinear diameters,

	l
* + 	g

*

2
= 	c

* + A�T* − Tc
*� . �3�

This process identifies the critical point at Tc
*=1.108±0.003,

	c
*=0.302±0.003. Note that the finite-size dependence of

these parameters has not been investigated.
Below T*=0.925 the continuation of the liquid-vapor co-

existence curve has been traced with Gibbs-Duhem integra-
tion. The continuation is shown in Fig. 3�b�.

Free energy calculations have been performed at tempera-
tures in the range T*=0.083–0.500 in steps of 0.042 along
the zero-pressure isobar. At no temperature in this range were
the sc and sh structures mechanically stable. As the fcc struc-

ture is of the highest density, we can conclude that as with
the Lennard-Jones system, the solid remains close packed
over the entire positive pressure range.

Results of two-phase NPT melting calculations close to
the melting line are shown in Fig. 4. Here 80 simulations
were conducted in total. Each sampled point is visually iden-
tified as either solid or liquid. Simulations which could not
be identified as a pure phase within the simulation time �i.e.,
those close to the melting line� are not plotted.

The melting temperature at a pressure of P*=0.047 has
been calculated accurately by free energy calculation. For the
solid phase, calculations were performed a temperatures up
to T*=0.500 in steps of 0.042. A reference point for liquid
free energy calculations was taken at T*=1.000 and total
chemical potential 
*=−10.526. GCE Monte Carlo simula-
tion allows the Helmholtz free energy at this point to be
identified as f*=−11.080±0.003 per atom. Six free energies
along the P*=0.047 isobar have been computed by thermo-
dynamic integration from this reference point, at tempera-
tures of T*=0.375–0.583. Interpolation to the intersection
reveals a melting temperature of T*=0.471. The total error
on this melting temperature is estimated at less than ±0.008,
dominated by statistical uncertainty in the pressure and den-
sity of the liquid reference point.

This melting point has been used to begin Gibbs-Duhem
integration in the direction of increasing temperature. The
resulting series is shown in Figs. 4 and 5 along with the
liquid-vapor coexistence line.

B. Phase behavior for A=� /2

For this value of A we are interested in determining if the
sh structure remains thermodynamically stable at appreciable
temperature and the location of the possible sh-fcc transition.

At a temperature of T*=1.279 a bimodal histogram on
the liquid-vapor coexistence curve was obtained at

*=−10.782. Subsequent histograms obtained along the
transition identify the critical point at Tc

*=1.293±0.006, 	c
*

=0.284±0.006. Below temperatures of T*=1.142 the liquid-
vapor curve was traced with Gibbs-Duhem integration.

The resulting free energies are shown in Fig. 6. These are
uncorrected for finite-size effects. The sc structure is now

FIG. 3. Liquid-gas transition in the A=� /4 potential. Sample
histograms obtained during multicanonical GCE simulations are
shown in �a�. At lower temperatures the transition is traced using
Gibbs-Duhem integration. The join between the two methods in the
P-T plane is shown in �b�.

FIG. 4. Melting curve for the potential with A=� /4 calculated
using the two-phase NPT coexistence method described in Sec.
III C. The dashed line is the melting curve computed from free
energy calculations and traced with Gibbs-Duhem integration.
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mechanically stable at finite temperature, but not beyond
temperatures of T*=0.25. Although at zero temperature the
energy of the sh structure is slightly less than that of the fcc,
at no finite temperature realizable in a simulation is this the
case. As temperature increases, the separation between the
fcc and sh structures increases. There must therefore be a
transition between these two structures. The free energy dif-
ference is, however, too low to resolve with the methods
employed here.

A total of 63 two-phase NPT simulations locate the melt-
ing temperature between T*=0.3 and T*=0.4 at pressures
P*�0.7. An accurate point on the melting curve was sought
along the P*=0.047 isobar. For the solid phase, free energy

calculations were performed for temperatures in the range
0.208–0.5 in steps of 0.042. For liquid free energy calcula-
tions, a reference point at T*=1.167 with 
*=−9.474
was taken with a Helmholtz free energy per atom of
f*=−12.75±0.01. Thermodynamic integration to tempera-
tures between 0.292 and 0.500 in steps of 0.042 locates the
melting temperature at T*=0.315±0.01. Again the uncer-
tainty is dominated by statistical error in the liquid reference
free energy. Gibbs-Duhem integration initiated from this
point proceeded in the direction of positive temperature, pro-
ducing the phase diagram presented in Fig. 7.

C. Phase behavior for A=0.55�

It is clear that the choice of A=� /2 has not captured the
interesting phase behavior expected in this region, specifi-
cally the transition from sh to fcc structure. Increasing A to
0.55� widens the energy difference between these two struc-
tures and should therefore manifest the transition at higher
temperature and pressure. A study of the condensed phase
behavior of this model therefore seems appropriate.

To locate the pressure of the sh-fcc transition at zero tem-
perature, the optimized enthalpy as a function of pressure
was plotted for both structures. This enthalpy was obtained
by CG minimization with respect to both atomic positions
and cell vectors. The two enthalpy curves intersect at ap-
proximately P*=8.9. At this pressure the sh structure is of
lower density. By simple consideration of the Clausius-
Clapeyron equation these results require that the transition at
higher temperature occur at lower pressure. This provides a
range over which the finite-temperature transition can be
sought with free energy calculations. A finite-temperature
point on the sh-fcc phase boundary was sought along the

FIG. 5. Phase diagram of the A=� /4 potential �inset�. The
temperature-pressure and density-temperature projections are
shown. Both forward and reverse Gibbs-Duhem series are plotted.
The two are indistinguishable on this scale. The low-pressure region
and triple point have not been studied in detail. Other than shifts in
the melting and critical temperatures, no interesting phase behavior
over the Lennard-Jones case is observed.

FIG. 6. Gibbs free energy per atom as a function of temperature
along the zero-pressure isobar for the A=� /2 potential. Three struc-
tures are shown. The sc structure is mechanically unstable beyond
T*=0.25. The fcc and sh structures are indistinguishable over much
of the temperature range.

FIG. 7. Phase diagram of the A=� /2 potential �inset�. The
temperature-pressure projection and density-temperature projection
are shown. This phase diagram represents a further decrease in
melting temperature and an increase in critical temperature over the
Lennard-Jones case. No new phase behavior is observed.
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T*=0.167 isotherm. It should be stressed that density re-
sponses to pressure and temperature in the sh structure occur
anisotropically. Expansion along each crystal direction must
be considered separately when constructing a cell for ther-
modynamic integration. Free energies were calculated for
pressure in the range P*=0.9–1.3. Extrapolation between
sampled points yields a transition at P*=1.15±0.01. This
error is estimated using the deviation from ideal finite-size
scaling of the leading term in 1/N when computing finite-
size corrections.

Melting of the sh structure has been studied along the
P*=0.118 isobar, conducting free energy calculations close
to the A=� /2 melting line. A reference point for computing
liquid free energies was taken at T*=1.171 with chemical
potential 
*=−9.474 and Helmholtz free energy f*

=−12.95±0.01 per atom. The intersection of the sh-solid and
liquid free energies provides a melting temperature of T*

=0.343±0.008. By a similar process, the fcc melting tem-
perature at P*=2.373 was determined as T*=0.516±0.008.

These two melting points, plus the identified sh-fcc tran-
sition pressure at T*=0.167, provide starting points from
which to begin Gibbs-Duhem integration. The three Gibbs-
Duhem series are shown in Fig. 8. The sh-fcc meets the
intersection of the two melting lines. The same triple point is
located by the intersection of any two series and is indepen-
dently confirmed by the third to within a small error. The
location of the triple point is hence Ttp

* =0.358±0.002, Ptp
*

=0.54±0.02.
The Gibbs-Duhem information also confirms that both

melting points measured are thermodynamically stable, in-
formation which was not available from the above free en-
ergy calculations alone.

D. Phase behavior for A=�

Here we expect the sh structure to dominate at low pres-
sure. The transition to fcc is expected to occur at signifi-
cantly higher pressures than the A=0.55� case.

A suitable bimodal number density histogram from which
to begin the histogram reweighting and multicanonical sam-
pling procedure was identified at T*=1.671 when using a

chemical potential of 
*=−14.137. Density data produced
from stepping along the coexistence curve identify the criti-
cal temperature as Tc

*=1.680±0.004 when extrapolated to
zero density difference. This leads to a critical density of
	c

*=0.2716±0.0005. Below temperatures of T*=1.450 the
coexistence curve was traced with Gibbs-Duhem integration.

Zero-pressure free energy calculations for the relevant
solid structures have been reported in Ref. �23� and will not
be repeated here. These confirm that the sh structure is ther-
modynamically stable at low pressure. Zero-temperature
phase transitions have been located by CG enthalpy optimi-
zation of the relevant structures at various pressures. Plots of
enthalpy against pressure for the sc, sh, and fcc structures are
shown in Fig. 9. The metastable sc-fcc transition �which is
metastable� occurs at a pressure of P*=3.63, with the sh-fcc
transition at P*=13.31. The sh-fcc transition at finite tem-
perature was located by performing six Einstein crystal cal-
culations for each phase in the pressure range P*=10–17 at
a temperature of T*=0.292. The metastable sc-fcc transition
has not been explored at finite temperature.

As noted in Sec. III the NPH two-phase method is useful
in locating the sh melting temperature. These simulations in
the A=� case have been described in Ref. �23�, leading to a
melting temperature of T*=0.609±0.002 at P*=0.237. To
confirm this with free energy calculation, a liquid reference
point at T*=1.500 with 
*=−12.368 was taken. Grand ca-
nonical Monte Carlo simulation reveals �N�=366.1±0.5 and
�P*�=3.59±0.01 under these conditions. The Helmholtz
free energy of the reference point is hence computed as f*

=−16.99±0.01 per atom.
Based on the information provided by the two-phase

simulations, the sh melting temperature was sought along the
P*=0.237 isobar. Free energies for both phases were com-
puted at points between T*=0.471 and 0.671 in steps of
0.041. Interpolation to the intersection provides a melting
temperature of T*=0.614±0.009 which is in agreement with
the two-phase NPH result. The fcc melting has been studied
at a pressure of P*=24.86 by a similar procedure, locating
the melting temperature at T*=1.851±0.009.

As with the A=0.55� potential, the three pairs of free
energy calculations have been used as starting points for

FIG. 8. Phase diagram for the potential with A=0.55� in the
region of the sh-fcc-liquid triple point. The three Gibbs-Duhem se-
ries form a triangle at their intersection, indicating the area in which
the triple point is located.

FIG. 9. Optimized enthalpy per atom for fcc, sh, and sc struc-
tures as a function of pressure at zero temperature in the A=� case.
Both sc-fcc �metastable� and sh-fcc phase transitions are indicated.
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Gibbs-Duhem integration. Any two of the resulting three se-
ries locate the same triple point to within the error of the
initial free energy calculations. The triple point is located at
Ttp

* =1.04±0.01, Ptp
* =11.7±0.2. The sh melting curve can be

traced deep into the fcc region with a large range of meta-
stability. Within this range, a maximum in the melting curve
appears at slightly higher pressures than the sh-fcc triple
point.

The full phase diagram for this potential is plotted in Fig.
10.

E. Phase behavior for A=3� /2

In this potential the sh melting curve may exhibit a maxi-
mum in the stable regime. In addition, an isostructural fcc-
fcc transition is expected at positive pressure.

Rather than employing the expensive process of tracing
fluid isotherms, a starting point for the multicanonical sam-
pling procedure was obtained by extrapolation from previous
A values. Figure 11 shows a plot of critical temperature
against the outer Gaussian well depth. A quadratic fit to the
previously identified critical temperatures yields Tc

*=2.142
when extrapolated to A=1.5�. Based on this estimate, a suit-
able bimodal histogram from which to begin tracing the
liquid-vapor coexistence curve was identified at T*=2.083
with a chemical potential of 
*=−17.705. Extrapolation of
the resulting multicanonical density data identifies the criti-
cal point at Tc

*=2.12±0.04, 	c
*=0.265±0.002.

The isostructural transition was first located at zero tem-
perature using CG enthalpy minimization, optimizing both
phases at pressures between P*=0.237 and P*=2.37 in steps
of 0.12. The resulting enthalpy per atom for both phases is
shown in Fig. 12. The intersection reveals a transition pres-

sure of P*=1.09. Note that above P*=1.4 the lower-density
phase collapses to the higher-density structure during optimi-
zation, indicating mechanical instability.

To locate the transition at finite temperature, free energy
calculations were performed for both phases along the T*

=0.208 isotherm. The chemical potentials derived from these
free energies are plotted in Fig. 12, locating the transition
pressure for this temperature as P*=1.27. As with sh-fcc

FIG. 10. Phase diagram of the A=� potential �inset� in both the
pressure-temperature and temperature-density planes. The sh phase
now dominates at low pressure. A maximum in the sh melting curve
is marginally preempted by the fcc phase. A further increase in
critical temperature with A is observed.

FIG. 11. Critical behavior for the A=3� /2 potential. The critical
temperatures identified for smaller values of A are shown above. A
quadratic extrapolation to the current A is shown. Histograms re-
sulting from the subsequent reweighting and multicanonical sam-
pling procedure are shown below.

FIG. 12. Metastable isostructural transition in the A=3� /2 po-
tential. The enthalpy per atom at zero temperature is plotted along
with the results of free energy calculations along the T*=0.21
isotherm.
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transitions the error on this value is small, being approxi-
mately 0.01. Both free energy series are corrected for finite-
size effects.

The isostructural transition predicted by Scala et al. �13�
has now been identified as fcc-fcc at low temperature. To
locate the extent of the fcc-fcc transition, Gibbs-Duhem in-
tegration has been employed in the direction of increasing
temperature.

The resulting series indicates an increase in transition
pressure with increasing temperature. However, after just six
steps the lower density fcc phase becomes mechanically un-
stable. At this point a large density difference between the
two phases still exists. The isostructural transition does not
end in a critical point, but terminates at the low-density fcc
spinodal line.

The sh-fcc transition was located by the same procedure
as in Sec. IV D. The zero-temperature transition is located by
CG enthalpy minimization at P*=25.27. The transition along
the T*=0.21 isotherm was then determined by computing the
free energy of both phases at ten pressures between P*

=23.67 and P*=26.04. The transition is located at P*

=25.17. The estimated error in this pressure is of order 0.01.
The sh and fcc melting temperatures were sought along

the P*=0.237 and 23.67 isobars, respectively. No two-phase
simulations were performed in this case. A suitable range
over which to perform free energy calculations was esti-
mated from trends in earlier data. A reference point at T*

=1.500 with 
*=−12.368 was used in computing liquid free
energies along both isobars. Grand canonical Monte Carlo
simulation provides �N�=415.6±0.5 and �P*�=4.52±0.01,
leading to a Helmholtz free energy of f*=−20.79±0.04 per
atom. Free energy plots along each isobar locate the sh melt-
ing temperature as T*=0.80, with the fcc melting at T*

=1.45. In both cases the uncertainty is approximately 0.01.
Gibbs-Duhem series for the sh-fcc, sh-liquid, and fcc-liquid
transitions have been computed to trace the remainder of the
phase diagram. As can be seen in Fig. 13, the sh melting
curve maximum now lies within the stable regime. The fcc
melting curve intersects at slightly higher temperature. There
is hence a small range visible in both the temperature-
pressure and temperature-density projections for which melt-
ing is reentrant. The metastable fcc-fcc transition is also plot-
ted in Fig. 13. The termination of this lies well below the
melting temperature.

V. LIQUID ANOMALIES

In mapping the above phase diagrams, no evidence of a
thermodynamically stable liquid-liquid phase transition has
emerged. In particular data from Gibbs-Duhem integration
reveal that density is continuous along the liquid side of all
melting and vaporization curves. In addition no third fluid
peak has emerged during multicanonical sampling. A stable
LLPT must meet either the melting or vaporization curves at
a triple point and hence can be ruled out.

The possibility of liquid anomalies has been investigated
with a considerable number of constant pressure Langevin
dynamics simulations. Particular attention has been focused
on the A=3� /2 liquid, in the region where the solid is less

dense than the liquid. A total of 74 simulations have been
conducted over the range P*=16.5–26.0, T*=1.42–1.71.
Each simulation is of duration t*=68 at equilibrium with a
system size N=500. No anomalies are observed in the den-
sity �Fig. 14�, heat capacity, bulk modulus, or diffusion co-
efficient. This is to be expected. In contrast to the two-
dimensional case in Ref. �16�, the melting transition is highly
first order. Nucleation of solid clusters is therefore strongly
inhibited by finite-size effects. Accelerated sampling meth-
ods may prove useful in this region. It should be noted that
the isostructural transition in the A=3� /2 potential termi-
nates at the ld-fcc spinodal line below the glass temperature.

FIG. 13. Phase diagram of the A=3� /2 potential �inset�.
Pressure-temperature and temperature-density projections are
shown. The maximum in the sh melting curve is clearly visible. The
dashed line indicates the metastable isostructural transition. An in-
crease in both melting and critical temperatures is observed over the
A=� case.

FIG. 14. Liquid density close to the sh melting line for A
=3� /2. Density against temperature along several isobars is shown
with accompanying error bars.
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This has been located using the method in Ref. �37� as Tg
*


0.47 at P*=1.5. No influence on the supercooled liquid is
therefore expected. This is confirmed by a sequence of 12,
N=500 simulations �also of duration t*=68� along the T*

=0.44 and T*=0.56 isotherms. No anomalies or evidence of
a LLPT are found in the metastable liquid.

VI. LIQUID STRUCTURE

Finally, we briefly examine the structure of the liquid. The
pair correlation function g�r� was computed under a variety
of conditions and studied as a function of the parameter A.
Results at T*=1.6 are shown in Fig. 15 for densities 	*

=0.7 and 	*=1.0. These were computed from canonical en-
semble molecular dynamics simulations using 500 atoms
over a duration of t*=170.

At the lower density, increasing the depth of the Gaussian
well leads to the emergence of a peak not present in the
Lennard-Jones �A=0.0� case. This corresponds to an coordi-
nation shell lying at an intermediate radial distance between
the first and second Lennard-Jones shells. The occupation of
this shell occurs at the expense of the innermost peak. The
effect of increasing the A parameter is hence to shift a sig-
nificant fraction of first-nearest neighbors into the intermedi-
ate coordination shell. The second Lennard-Jones coordina-
tion shell is seemingly unaffected.

At the higher density, the first coordination shell is un-
changed on increasing A. The intermediate peak is less pro-
nounced and emerges at the expense of narrowing the second
Lennard-Jones coordination shell. Simulations at intermedi-
ate densities indicate that although significant, the change in
liquid structure occurs continuously and does not correspond
to a phase transition.

VII. CONCLUSIONS

We have mapped the liquid-gas, melting, and solid-solid
transitions in a sequence of core-softened pair potentials with
increasing outer-well strengths. The liquid-gas critical tem-
perature has been seen to increase approximately quadrati-

cally with increasing A. The pressure of the critical point also
increases.

As A is initially increased, the fcc melting temperature is
found to reduce, perhaps contrary to the expected behavior.
This decrease in melting temperature can be understood by
examining Fig. 1. For A values in this region, the effect of
the Gaussian is to widen the existing Lennard-Jones mini-
mum. This allows larger fluctuations about equilibrium lat-
tice positions for a given temperature. The well-known em-
pirical rule of Lindemann �38� states that melting will occur
when the rms fluctuation is �15% of the nearest-neighbor
distance. This will occur at lower temperatures for wider
potential wells.

As the Gaussian outer minimum becomes distinct from
the Lennard-Jones minimum, the simple-hexagonal structure
becomes lower in energy due to a large number of third-
nearest neighbors close to r0. A transition to fcc under pres-
sure has been observed and is seen to intersect the melting
line. The resulting simple-hexagonal melting temperature in-
creases with increasing A. The pressure of the sh-fcc transi-
tion increases with increasing A, as expected from the larger
enthalpy difference.

We have also seen that the sh structure exhibits a maxi-
mum melting temperature, which for larger A values is mani-
fested in the thermodynamically stable regime. The predicted
isostructural transition has been observed for the fcc struc-
ture only. Energy minima are in fact also observed for two
volumes when imposing simple cubic symmetry. The higher-
energy structure is, however, mechanically unstable when at-
oms are permitted to move away from lattice sites. The fcc-
fcc transition does not approach the melting line.

The low-pressure phase diagram and sublimation have not
been studied here. The phase behavior is expected to be un-
changed from the Lennard-Jones case in this region. The
hexagonal close-packed structure has also not been studied
in detail. For the range of parameters studied the fcc-fcc
transition is not resolvable with the methods used here. The
solid should be considered “close-packed” in regions where
the fcc structure has been calculated as energetically favor-
able. We note that the lattice-switch Monte Carlo method
�39,40� has recently been employed to resolve the fcc-hcp
transition in the Lennard-Jones potential �40� and could be
used to similar effect in these systems.

The two dominant sources of error in this study are the
finite-size error in the solid and the statistical error associated
with computing a liquid reference point for thermodynamic
integration. The former has been largely corrected for by
repeat calculations with larger system sizes. The latter domi-
nates over the liquid finite-size error, but has been controlled
to an acceptably low level. All phase boundaries shown can
be considered accurate to within temperatures of �T*

= ±0.05 and pressures of �P*= ±0.1.
The failure of the isostructural fcc-fcc transition to extend

into the supercooled liquid suggests that potentials of this
specific function form �Lennard-Jones plus Gaussian� are not
capable of reproducing the unusual phase behavior of water.
Variation of the outer-well position and width may yield sig-
nificantly different phase behavior to that reported here. The
range of parameters over which the energetic ordering of
phases is unchanged is currently under investigation. The

FIG. 15. Evolution of the pair correlation function g�r� with A at
two densities. In each case the temperature is T*=1.6.
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temperature difference between the ld-fcc spinodal and the
glass transition is small. It may therefore be possible to ex-
tend the fcc-fcc transition beyond the glass temperature us-
ing small changes within this parameter range.
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